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Disclaimer

This presentation includes forward-looking statements relating to our future plans, targets, objectives, expectations and intentions. The forward-looking statements reflect management's current
assumptions and expectations of future events, and accordingly, they are inherently susceptible to uncertainties and changes in circumstances and are not guarantees of future performance. Actual
results may differ materially, for a wide range of possible reasons including general industry and market conditions and general international economic conditions. In light of the many risks and
uncertainties, you are advised not to put undue reliance on these statements. The management targets included in this presentation are not projections, and do not represent management's current
estimates of future performance. Rather, they represent targets that management strive to achieve through the successful implementation of the Company's business strategies. The company may
be unsuccessful in implementing it business strategies, and management may fail to achieve it targets. The Company is under no obligation -- and expressly disclaims any such obligation -- to update
or alter its forward-looking statements. The information contained in this presentation is for informational purposes only, and is not intended as a recommendation, solicitation or request for the
purchase of or trade in any securities or financial products.



Rakuten 4G/5G Timeline

4G Spectrum 5G Spectrum :
Allocation Allocation 5G Service Launch
Apr 2018 Apr 2018 Sep 2020
2018 2019 2020 2021
_____ // S e

4G Service Launch :
|

Oct 2019 :

|




Distributed Telco Cloud

VRAN — VSAEGW-U, vFW/NAT, vSAEGW-C, MME, vIMS,
vDU and vCU vCDN, MEC apps etc. VPCRF, OSS, BSS etc.

5G RAN 5G RAN Chatbot,
cDU cCU etc.

GC Regional DC Central DC
1000’s ~50 2+



Rakuten Communications Platform (RCP) - Container Platform

App Catalogue, E2EO

App Management

Container
Management

Robin.io (k8s)
BareMetal

Containers

CentOS/RHEL Host OS
HW&Host In-house tools

QCT, Intel HW Management Robin.io

Fabric, Storage, FW, IDM, etc.




Robin Platform Overview

1-Click or API-driven end-to-end Automation
Deploy, Scale, Heal, Upgrade, Snapshot, Clone, Backup, entire application pipelines

l Adk:’agcled «— Advanced Placement
__o>cheduler 1 \jypMA-aware, CPU Pinning,
= i Ob il | HugePages, Multi-tenancy,
- | Observability | \yjiti-CRIs (Containers, VMs)
Application Workflow Manager \
Monitoring
Robin’s built-in—e — (arrier-grade networking
enterprise-grade @ , OVS, Calico, |
storage stack (] VLAN, Overlay networking,
. Persistent IPs, Multiple NICs
Snapshoﬁs, Clones, Qos, App-aware Virtual SR-I0V. DPDK
Repiication, Backup, Storage Kubernetes Networking Dual-stack IPv4/IPv6

Data rebalancing, Tiering,
Thin-provisioning,

: : = e Google
Encryption, Compression m /A Azure F)ooud Platform

Baremetal, VM

Works any where

R https://docs.robin.io/latest/overview.html



For vRAN Containers

Realtime kernel, Enhanced Platform Awareness (CPU Pinning, SR-IOV, DPDK/PMD), FPGA, IPv6, PTP,
Link aggregation and Source Based Routing

Single CPU Socket BBU SKU

Worker Node
<kubelet> monitor pod ]
<. ] > N\ [ N
iglo_uio
mgmt uplane pod
pod
< bbdev ) T o
OoVS
managed Nan
by Calico ; I_i_l

X722

Intel VC3000

EXAMPLE!




Deployment & Operation

App A

App A

v Application Review &

Certificate Process

v Large Resource Pool Worker 7 Worker 14 Worker 21 Worker 7 Worker 14 Worker 21
Worker 6 Worker 13 Worker 20 Worker 6 Worker 13 Worker 20

v Faulty parts replacement Worker 5 Worker 12 Worker 19 Worker 5 Worker 12 Worker 19
once a week Worker 4 Worker 11 Worker 18 Worker 4 Worker 11 Worker 18
Worker 3 Worker 10 Worker 17 Worker 3 Worker 10 Worker 17

Worker 2 Worker 9 Worker 16 Worker 2 Worker 9 Worker 16

Worker 1 Worker 8 Worker 15 Worker1 Worker 8 Worker 15

Master 1 Master 2 Master 3 Master 1 Master 2 Master 3

Rack




Container Platform Nodes

Management

OpenStack + Ceph glele[c Controller node Storage node
Compute node

Management

Kubernetes node Master node

Worker node
(Compute&Storage)

3. Containerize

Installer =
<{ Monitoring

Worker node
(Compute&Storage)

Mater node

Single Server Spec



OS Installation

@EBOOT

“ Worker node

Repository

Management
node Master node Installer
(Compute&Storage)
Central DC
. v" Over IPv6 L3 connectivity Remote ISO Mount, kick install
Regional DC
v' No L2 reachability
GC

v' No DHCP relay

Mater node

Worker node

(Compute&Storage)
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Delivery Pipeline & Repositories

Push by Developer

Testing & Certificate Process

Repository Types
+ RPM 4

« Docker
 Git (Script & Config)

Platform
Design

Sandbox

Staging Repo

Staging/

Preproduction

N

= 000
Production
Repo

Deploy

Production

1



Cluster Config in Git as a temporary solution

Pull requests Issues Explore

&1 cloud-rd / rep-inventory-kiba rrivate

<> Code Issues 0 Pull requests 0 Projects 0 Wiki Insights

Branch: master v rcp-inventory-kiba / uhn7kir31 / inventory_uhn7kir31.yml

L. tatsuya-toyama update as v0.4

1 contributor

46 lines (45 sloc) 1.95 KB

all:
children:
robin_ms_pri:
hosts:
uhn7klr31rbms@01. rmnkiba. local: {ansible_host: '240b:c@e®:101:55cb:b412:2:
bmc_ip: '240b:c0e@:101:540b:b6a9: fcff:felc:ae3l'}
robin_ms_sub:
hosts:
uhn7klr31rbms®02. rmnkiba. local: {ansible_host: '240b:c@e®:101:55cb:b412:2:
bmc_ip: '240b:c0e@:101:540b:b6a9: fcff:feld:ed4c9'}
uhn7klr31rbms@83. rmnkiba. local: {ansible_host: '240b:c@e®:101:55cb:b412:2:
bmc_ip: '240b:c0e@:101:540b:b6a9: fcff:feld:e3b6'}
robin_wk:
hosts:
uhn7klr31rbwk®01. rmnkiba. local: {ansible_host: '240b:c@e®:101:55cb:b413:2:
bmc_ip: '240b:c0e®:101:540b:b6a9: fcff:fela:cf89'}
uhn7klr31rbwk®02. rmnkiba. local: {ansible_host: '240b:c@e®:101:55cb:b413:2:
bmc_ip: '240b:c0e®:101:540b:b6a9: fcff:felb:baf@'}
uhn7klr31rbwk003. rmnkiba. local: {ansible_host: '240b:c@e®:101:55cb:b413:2:
bmc_ip: '240b:c0e@:101:540b:b6a9: fcff:fela:cfde'}

® Watch ~

Settings

Find file  Copy path

6adfd35 on Sep 8

0 & m




Infra Upgrade (In-Place)

Terminate Non-live Apps

Upgrade Empty Servers

Migrate Apps

Upgrade Remaining Servers

Redeploy Non-live Apps

Pods

Worker Nodes Master Nodes

O O O
B D I I e e
k8s 1.18 k8s 1.16
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We are hiring!

COEEETE D

https://corp.mobile.rakuten.co.jp/recruit/
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