
SDN, OpenFlow, & ONF:  

Looking forward to 2013 
 
Dan Pitt, Executive Director 

Open Networking Foundation 

dan.pitt@opennetworking.org 



2	



Drivers for SDN 

Mobile 
Computing 

Cloud 
Computing 

On-Demand 
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Tsunami of Data 
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New Networking Approach: SDN 

Network 
Applications	



OpenFlow  
Controller	



Distributed Traffic 
Forwarders	
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Control 
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Current network equipment design 
monolithic/tightly integrated 

 

(remember mainframe computers?) 



•  Decouple business applications 
•  Decouples control plane 
•  Decouple Virtualized configuration 

Abstraction 

•  Enable innovation/differentiation 
•  Accelerates new feature and  

service introduction 
Programmability 

•  Simplify provisioning 
•  Optimize performance 
•  Granular policy management 

Centralized 
Intelligence 

Key SDN Principles 
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OpenFlow: Instruction Set for SDN 

Programmable API that allows external software (“controller”)  
to control the data path of a switch#

OpenFlow Controller 

Programs the network, 
bypassing conventional 
L2/L3 protocols 
 
Prepopulate or send 
instructions dynamically 

OpenFlow 

SDN Controller 
(Server Software) 

…! …! …!

Data Path (Hardware)#
Control Path# OpenFlow#Ethernet (or Hypervisor)  Switch 
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2012—OpenFlow Brings Cloud 
Transformation for Nippon Express 

•  Challenge: Design a private cloud to 
connect 388 locations, in 210 cities, in 
37 countries 
 

•  Design Considerations: 
•  Reduce costs and provide new 

source of revenue 
•  Begin immediately with complete 

transition by 2014 
•  Create a virtual environment that 

supports on-demand networking 
•  Deliver a superior customer 

experience 
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The Solution: NEC UNIVERGE 
Programmable Flow Series 

 

Nippon Express Co., Ltd.

After carefully considering the options, Nippon Express selected 

NEC’ s UNIVERGE ProgrammableFlow (PF) Series to maximize the 

performance and management of the network in their virtual 

environment. Developed by NEC, the PF Series, a ground-breaking 

network solution based on OpenFlow network control technology, 

delivers a radically simplified and open infrastructure for datacenter 

and cloud networks.

ProgrammableFlow completely separates the transmission control 

function and the packet forwarding function of a traditional network 

switch. ProgrammableFlow controllers offer integrated control of the 

network, while ProgrammableFlow switches handle packet 

forwarding. This approach enables flexible architectural modifications 

and additions, greater levels of automation, as well as efficient 

operations management.

Mr. Nagase explains, “A virtual environment network was the optimal 

choice for Nippon Express because it enabled us to easily create 

virtual multi-tenant environments without physical restrictions. 

Clearly, this is a ‘first-of-its-kind’ technology, but extensive testing 

and evaluation from our cross-functional team determined that the 

technology was sound, and NEC provided excellent support and 

back-up.” 

Solution Ease of operation was a critical requirement for the Nippon Express 

private cloud initiative.  With ProgrammableFlow, a network can be 

created easily – even without expert knowledge – for each tenant. 

Network adjustments needed for adding or deleting virtual servers, or 

for migrating between physical servers are performed automatically. 

“Based on prior experiences, we wanted to operate our own 

technology and avoid being dependent on the network supplier. 

ProgrammableFlow allows us to seize control of the network from the 

vendor. We consider the technology so valuable, that we would have 

adopted it even if OpenFlow was NEC’ s proprietary technology,” 

added Mr. Nagase.

Nippon Express now operates two ProgrammableFlow controllers, the 

management console and four 5240 switches supporting 144 servers 

at a backup site. The backup site implementation allowed further 

testing of the ProgrammableFlow before deploying to the main site. 

“It’ s been six months since ProgrammableFlow was installed, and 

we’ re very satisfied with the functionality and quality of the product.” 

Mr. Fujibayashi stressed, “Previously, the system centered on two 

chassis core switches to future-proof the system, but the new system 

doesn’ t require a big capital investment right away. Switches can be 

added easily when they are required, allowing us to cut housing costs 

through lower initial space requirements and reduced power 

consumption.”

The image of network migration from virtual environment to programmableflow

Controller: ProgrammableFlow Controller
Switch: ProgrammableFlow Switch
VM: Virtual Machine
NW: Network

a) Promote Server Virtualization
to achieve private cloud
(The network operation is
challenge)

b) Virtualizes network
to achieve more flexible 
operational environment

c) Migrate VM to
virtual network
environment 
sequentially

d) Back up the priority 
business systems

c) Migrate VM

Existing core switch

d) Back up

Back up Site

Back up Server

Router

Controller

redundant
configuration

VM

Main Site
Virtual Machines

 (Servers)a) Virtualizes existing
business server

Switch

Router

Controller

redundant
configuration

VM
VM

Switch
b) Network Virtualization
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Impressive Results with NEC 
Programmable Flow 

Results

Nippon Express Co., Ltd.

The adoption of ProgrammableFlow has delivered impressive results 

for Nippon Express. The infrastructure which in the past would have 

taken two months to deploy, was completed in only 10 days with the 

automation functions of ProgrammableFlow.

Modifications to the network, such as adding virtual servers, are now 

automated to enable such tasks to be handled in-house, which 

greatly reduces operating costs. Mr. Nagase explained, “Network 

changes cost Nippon Express 6 million yen, or more than US$75,000, 

in the last year alone. Now, that cost has basically been reduced 

to zero.”

Housing costs were reduced, too; the 24U of core switches is 

expected to be reduced by half. Through standardization and 

consolidation, the server pool will be reduced from more than 500 

servers to approximately 100 servers, so significant savings in power 

consumption is also expected.

Uninterrupted access to online services is essential to Nippon 

Express’ customers, so reliability is very high in importance. Mr. 

Fujibayashi elaborated, “The previous network might have taken 

50 seconds for an equipment error to switch to a new route, which 

negatively impacted our business by causing certain applications 

t o  cu t  communicat ion .  However,  i f  an  e r ro r  occurs  w i th  

ProgrammableFlow, the controller captures it and an alternate 

route is automatically set, which means that the switching time is 

typically less than 1 second without interruption.”

Reliability improvements play a role in improving the quality of 

service provided by Nippon Express to its customers. Currently, 

Nippon Express plans to move its inventory control system, which 

runs servers from customer offices, to a cloud system adding it to 

the ProgrammableFlow network. Mr. Nagase said, “The system is 

used by multiple customers at the same time, so the ability to 

seamlessly set up a multi-tenant environment is a big advantage. 

When the system is fully cloud-based, the risk of data loss will 

also be reduced.”

Systems which are not being migrated to the virtual environment will 

continue to operate on the existing network.  However, as more 

systems are accommodated on the ProgrammableFlow network, 

Nippon Express will enjoy greater gains in space, power consumption 

and cost reductions.

With the success of the backup site, Nippon Express is now 

implementing a network using ProgrammableFlow for their main site. 

The network consists of two NEC PF controllers, the management 

console and eight 5240 PF switches, and various systems, including 

the logistics database, are planned for migration to the virtual 

environment. In the future, even if expansion is needed due to 

additional systems, ProgrammableFlow enables switches to be 

added easily without interrupting the network.

Nippon Express is set to intensify its use of private cloud technology 

and lead the logistics industry on advanced IT. NEC is ready to 

support system service improvements at Nippon Express and 

continues to contribute making migration to the cloud a successful 

experience.

Mr. Nagase explained, “As ProgrammableFlow is adopted, not just by 

Nippon Express, but more broadly as a new network format, the use 

of cloud technology will accelerate in the market. I have high 

expectations of NEC and ProgrammableFlow.”

© 2012 NEC Corporation. NEC and the NEC logo are registered trademarks of NEC Corporation.
All brand names and product names are trademarks or registered trademarks of their respective companies.
The company names and product names listed herein are the ordinary trademarks of the respective company or registered trademarks of that company.

Europe (EMEA)
NEC Corporation
www.nec.com/eu

Corporate Headquarters (Japan)
NEC Corporation
www.nec.com

North America (USA)
NEC Corporation of America 
www.necam.com

Nippon Express benefits from ProgrammableFlow
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2012—Building the Foundation 
•  68% membership growth  
•  2 major new standards 

•  OF 1.3.x 
•  OF-Config 1.0, 1.1  

•  2 interoperability plugfests  
•  64+ OpenFlow products 
•  30+ million OpenFlow ports 
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•  Security 
•  OAM 
•  Conformance testing 

•  OpenFlow for optical transport 
•  Hardware-accelerated switching 
•  Migration from legacy to OpenFlow 
•  Architecture & Northbound API 

2013—Building on the Foundation 
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Switching and Transport—ONF  
Uniting SDN and Optical 

 
•  Benefits: scalability, bandwidth 

elasticity, service agility 
•  ONF New Transport Group 

•  25 companies, 250 members 

•  Apply OpenFlow/SDN to: 

•  Fiber-switched networks 

•  Wavelength-switched 
networks 

•  Circuit-switched networks 

•  Packet/Optical Interconnection 
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Architecture/Framework to Span 
SDN and Legacy Networks    

 
•  Benefits: leverage existing investments,  

cost-effectively migrate to SDN 
•  ONF Architecture/Framework: 

•  400+ members  

•  Drive a common framework: 

•  Common architecture 

•  Common terminology 

•  Sample use cases: 
•  VM multi-tenancy 

•  L4-L7 aware forwarding 

•  Transport diversity 
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Northbound Interface: 
Programming Network Services 

 
•  Benefits: automation, 

manageability, service agility 
•  Northbound Interface Initiative: 

•  Part of the Architecture/
Framework Working Group 

•  Develop programming APIs: 

•  Support a wide-range of apps 

•  Driven by resource type 

•  Develop use cases and  
survey existing NBI options  
for SDN vSwitch 

Switch 

Switch #

vSwitch 

Switch 

Control Plane Software 

A
pp 

A
pp 

A
pp 

A
pp 
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ONF: Leading the SDN Revolution 

•  Single focus: SDN 
 

•  Success measure: commercial takeup 
  

•  Board: Google, Facebook, Yahoo!, Microsoft, Verizon, 
Deutsche Telekom, NTT Communications, Goldman Sachs 
 

•  Culture: Silicon Valley startup 
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86 members 

•  6Wind 
•  A10 Networks 
•  ADVA Optical 
•  Alcatel-Lucent 
•  Aricent 
•  Argela/Turk Telekom 
•  Big Switch Networks 
•  Broadcom 
•  Brocade 
•  Centec Networks 
•  China Mobile 
•  Ciena 
•  Cisco 
•  Citrix 
•  CohesiveFT 
•  Colt 
•  CompTIA 
•  Cyan Optics 
•  Dell/Force10 
•  Deutsche Telekom 
•  Elbrys 
•  Ericsson 

•  ETRI 
•  Extreme Networks 
•  EZchip 
•  F5 Networks 
•  Facebook 
•  Freescale Semi 
•  Fujitsu 
•  Gigamon 
•  Google 
•  Goldman Sachs 
•  Hitachi 
•  HP 
•  Huawei 
•  IBM 
•  Infinera 
•  Infoblox 
•  Intel 
•  IP Infusion 
•  Ixia 
•  Juniper Networks 
•  KDDI 

•  Korea Telecom 
•  Level3 Comms 
•  LineRate Systems 
•  LSI 
•  Luxoft 
•  Marvell 
•  Mellanox 
•  Metaswitch Networks 
•  Microsoft 
•  Midokura 
•  NCL Comms K.K. 
•  NEC 
•  Netgear 
•  Netronome 
•  Netscout 
•  Nokia Siemens Netw. 
•  NoviFlow 
•  NTT Communications 
•  Oracle 
•  Orange/France Telecom 
•  Overture Networks 

•  Pica8 
•  Plexxi 
•  Qosmos 
•  Radware 
•  Riverbed Technology 
•  Samsung 
•  SK Telecom 
•  Spirent 
•  Sunbay AG 
•  Swisscom 
•  Tail-f Systems 
•  Telecom Italia 
•  Tencent 
•  Texas Instruments 
•  Transmode 
•  Vello Systems 
•  Verisign 
•  Verizon 
•  Vmware/Nicira 
•  Xpliant 
•  Yahoo! 
•  ZTE 

7 new since I was here in October 



Drive SDN 
Standards	



Collaborate 
with the 

innovators	



Gain visibility 
in the 

community	



Influence the 
future of 

networking	



Why join ONF? 
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Summary 

 

•  SDN: no stopping it now 

•  ONF: making it happen 

Join us 
 

www.OpenNetworking.org 
	




